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SVM-기반 제약 조건과 강화학습의 Q-learning을 이용한 
변별력이 확실한 특징 패턴 선택
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요    약

RNA 시 싱 데이터 (RNA-seq)에서 수집된 많은 양의 데이터에 변별력이 확실한 특징 패턴 선택이 유용하며, 차별성 있는 특징을 

정의하는 것이 쉽지 않다. 이러한 이유는 빅데이터 자체의 특징으로써, 많은 양의 데이터에 복이 포함되어 있기 때문이다. 해당 

이슈 때문에, 컴퓨터를 사용하여 처리하는 분야에서 특징 선택은 랜덤 포 스트, K-Nearest,  서포트-벡터-머신 (SVM)과 같은 다양한 
머신러닝 기법을 도입하여 해결하려고 노력한다. 해당 분야에서도 SVM-기반 제약을 사용하는 서포트-벡터-머신-재귀-특징-제거 

(SVM-RFE) 알고리즘은 많은 연구자들에 의해 꾸 히 연구 되어 왔다. 본 논문의 제안 방법은 RNA 시 싱 데이터에서 빅-데이터처리를 

해 SVM-RFE에 강화학습의 Q-learning을 목하여, 요도가 추가되는 벡터를 세 하게 추출함으로써, 변별력이 확실한 특징선택 방
법을 제안한다. NCBI-GEO와 같은 빅-데이터에서 공개된 일부의 리보솜 단백질 클러스터 데이터에 본 논문에서 제안된 알고리즘을 

용하고, 해당 알고리즘에 의해 나온 결과와 이  공개된 SVM의 Welch’ T를 용한 알고리즘의 결과를 비교 평가하 다. 해당결과

의 비교가 본 논문에서 제안하는 알고리즘이 좀 더 나은 성능을 보여 을 알 수 있다. 

☞ 주제어 : 서포트-벡터-머신, RNA시 싱, 빅-데이터, SVM-RFE알고리즘, Q-learning, 강화학습

ABSTRACT

Selection of feature pattern gathered from the observation of the RNA sequencing data (RNA-seq) are not all equally informative 

for identification of differential expressions: some of them may be noisy, correlated or irrelevant because of redundancy in Big-Data 

sets. Variable selection of feature pattern aims at differential expressed gene set that is significantly relevant for a special task. This issues 

are complex and important in many domains, for example. In terms of a computational research field of machine learning, selection 

of feature pattern has been studied such as Random Forest, K-Nearest and Support Vector Machine (SVM). One of most the 

well-known machine learning algorithms is SVM, which is classical as well as original. The one of a member of SVM-criterion is Support 

Vector Machine-Recursive Feature Elimination (SVM-RFE), which have been utilized in our research work. We propose a novel algorithm 

of the SVM-RFE with Q-learning in reinforcement learning for better variable selection of feature pattern. By comparing our proposed 

algorithm with the well-known SVM-RFE combining Welch’ T in published data, our result can show that the criterion from weight vector 

of SVM-RFE enhanced by Q-learning has been improved by an off-policy by a more exploratory scheme of Q-learning.

☞ keyword : Support-Vector Machine, RNA sequencing Big-Data, Support Vector Machine-Recursive Feature Elimination, Q-learning, 

Reinforcement Learning

1. Introduction

The primary source of information about a machine learning 
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in these days is mostly RNA sequencing Big-data (RNA-seq). 

In terms of one of numerical systems in  computational 

research area, like a Support Vector Machines-Recursive 

Feature Elimination (SVM-RFE), based on Support Vector 

Machine (SVM) criterion , data are usually represented as 

vectors such as featured patterns, especially in RNA-seq. They 

may correspond to measurements, being performed on the 

information gathered from the observation of a phenomenon. 

Usually all featured pattern genes in RNA-seq are not equally 
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informative: some of them may be noisy, meaningless, 

correlated or irrelevant. Therefore, they are lack of identifying 

deferentially expressed genes [1]. A variable selection of 

feature pattern aims at selecting a subset of the featured genes 

which is distinguishable relevant for specially problems [1]. 

It is an important open issue: the hugh amount of data to gather 

or process should be reduced. That means if training itself 

might be easier, then the better estimates will be obtained when 

using relevant featured genes of RNA-seq. Therefore, more 

sophisticated processing algorithms should be used on smaller 

dimensional spaces than on the original measure space. 

Moreover, computational performances might get increasing 

when non-relevant informations do not interfere the processes 

[2, 3, 4, 5]. A variable selection of feature pattern has been 

the subject of intensive researches in the application of 

identifying differential-expressed genes for the maximum gene 

relevancy and minimum gene redundancy. It has recently began 

to be investigated in the machine learning algorithms such as 

random forest, K-nearest, and SVM. Because of the curse of 

dimensionality, whatever the domain is, a variable feature 

selection remains an open issue and non-monotonous. 

Moreover, the size of expressed genes are extremely larger 

than those of Big-data samples. That means the distinguishable 

subset of p variables for the discrimination does not always 

contain the best discriminate  subset of q variables (q < p) 

[6, 7]. Most algorithms for variable selection rely on human 

heuristics in the machine learning which perform a limited 

exploration on the whole set of variable combinations [8, 9, 

10]. In the field of machine learning, feature selection has been 

studied. One of the most well-known machine learning 

algorithms is SVM, which is classical as well as original. And 

the one of a member of SVM-criterion is Support Vector 

Machine-Recursive Feature Elimination (SVM-RFE), which 

have been utilized in our research work. 

We propose a novel algorithm of exploiting the efficiency 

of criteria derived from Support Vector Machines-Recursive 

Feature Elimination (SVM-RFE) [1] combining off-policy Q 

reinforcement learning for a variable feature selection in 

application to differential-expressed genes in RNA-seq. We 

especially employ an off-policy Q-learning in reinforcement 

learning to be trained for controling the optimization of the 

criterion for better weight vectors in the SVM-RFE. Due to 

the reinforcement learning [2-5], the self-teaching algorithms 

are designed in the area of Big-Data on open issues. By 

accompanying algorithm in the area of RNA-seq Big-data, the 

variable feature selection on the huge amount of data might 

be helpful for reducing loads on Big-Data issues. Moreover, 

the variable feature selection might be appropriate for resource 

demands in other different researches. We think that our 

proposed algorithm based on reinforcement learning is beyond 

the feature selection in the area of Big-data because reinforced 

selection algorithm makes the refined meaningful features. An 

off-policy Q-learning is regarded as superior to a discount 

method and a randomness of off-policy Q-learning might cut 

on the relevance of data because exploration are compromised 

in a policy of Q-learning.  

By comparing our proposed algorithm with the well-known 

SVM-RFE combing Welch’ T, our result can show that the 

criterion from weight vector of SVM-RFE  enhanced by 

Q-learning  has been improved by a greediness of off-policy 

following a more exploratory of Q-learning.

2. METHODS

2.1 MOTIVATION 

Our first purpose of the proposed algorithm is that 

enhancing the weight vectors of SVM by exploration and 

exploitation. There is a big difference between on-policy and 

off-policy. SARSA or TD-learning is one of on-policies and 

a Q-learning is one of off-policies. Before we are regarding 

of the two policies, let us give a simple example. There is  

one decision that a robot moves either to a nearby door or 

to a distant gate. In terms of Q-learning with low γ by reducing 

a value, it moves to the nearby door (a goal). An off-policy 

Q-learning might have more advantage in terms of discounted 

methods and get captured in limit cycles. Therefore, trying to 

do random, as known as exploration is extremely important 

for a long-term goal success. We call it that “Exploration- 

Exploitation Dilemma” [2-5]

When the determined policy has been given as follows: 

Deterministic: function that maps states to actions. 

π : S → A a = π (s).  
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Examples: off-policy in Q-learning: 

at = π (st) = argmaxaQ(st,a). 

Stochastic: Probability of an action given a state s. 

π : S×A→ [0,1]  with ∑a∈As π (s,a) = 1 for all s 

P (a|s) = π (a,s) 

The on-policy (TD-learning, SARSA) starts with a simple 

soft rather than off-policy Q-learning collects information from 

sometimes random moves evaluates states as if a ε-greedy 

random-policy was employed and reduce randomness very 

slowly. Therefore, in terms of on-policy, it is rare to use 

randomness. Because of that when it comes to the 

high-dimension and  low-sample-size data, it is difficult to 

make advantage of exploration. We can compare the both 

TD-learning and Q-learning equations as follows: [2, 3, 4, 5]

Q-learning (off-policy): at = argmaxaQ(st,a) (plus exploration) 

Qt+1(st,at) = (1−η)Qt(st, at) + η(rt+1 + γmaxaQt(st+1,a)

TD-learning or SARSA  (on-policy): Qt+1(st,at) = (1−η)Qt 

(st,at) + η(rt+1 + γQt(st+1,at+1))

Q-learning follows the rule: V(st+1)=maxaQ(st+1,a), however, 

at+1 can be anything. That is exploration. SARSA follows the 

rule: at ∼ π (st,·) and updates the rule it learns by the precise 

value for π(s,a). That means that it does not make an advantage 

of exploration [2-5]

(그림 1) off-policy Q-learning 알고리즘

(Figure 1) off-policy Q learning [2, 3, 4, 5]

2.2 SVM-RFE algorithm 

Guyon et al. proposes a feature pattern selection, SVM-RFE 

[7]. The purpose is to find a distinguishable subset among 

variables of feature pattern, which maximizes the performance 

of the prediction method. It is based on a backward sequential 

selection. One starts with all the features and removes one 

feature per one loop. In some research works, because of the 

large amount of feature genes, some chunks of features will 

be removed until the distinguishable features are left. When 

facing highly dimensional and the low size of samples, 

classification or prediction problem suffers  from over-fitting 

and high-variance gradients [8]. However, some machine 

learning algorithms likewise SVM-RFE can make good results 

on the low size of samples with low-variance gradients. 

SVM-RFE removes irrelevant the gene that is the smallest 

ranking criteria from the gene set [7]. The criteria of SVM 

for the score of gene ranking is used as the measurement of 

the determinant of featured genes. The weight vector w of the 

SVM defines the gene ranking score,

where   is calculated as.

  
  



                                 (1)

where   is the gene expression array of a sample   in 

the training set,   is the class label of  ,   ∊[-1, 1] and 

  is the “Lagrangian Multiplier”. With  a non-zero weight 

of vectors,   are support vectors [7]. 

(그림 2) SVM-RFE 알고리즘 R-언어 구

(Figure 2) The implementation of SVM-RFE Algorithm 

in R
 

The removed variable of SVM-RFE is significantly important. 

In the method, the removal minimizes the variation of ||w||
2. 

Hence, the ranking criterion Rc for a given variable i is:

 Rc =│||w2||–||w(i)||2|=

 1/2 |∑k,jakajykyj(xk)
T(xj) - ∑k,jak

(i)aj
(i)ykyj(xk

(i))T(xj
(i))| (2)
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where xk are training examples and yk are class labels. The 

algorithm consists in first mapping x into a high dimensional 

space via a function F [11]. By maximizing the distance 

between the set of points F(xk) and the hyper-plane 

parameterized from (w;b), where w is weight vector and b 

is bias, while being consistent on the training set. The solution 

is determined by the Lagrangian theory where, ak is the solution 

of the following quadratic optimization problem and 

<F(xk);F(xl)> is the “Gram matrix” of the training examples 

[11].

2.3 Off-policy Q learning 

Off-policy Q-learning collects information from sometimes 

random moves evaluates states as if a ε-greedy random-policy 

was employed and reduce randomness very slowly. Q-learning 

is off-policy TD Control. That means Q-learning is trained how 

to exploit action-value function, Q, and directly approximates 

the optimal action-value function, while being independent of 

the policy being followed [2-5].

Q(st,at) ← (st,at)+α(rt+1+γmaxa’Q(st+1,a’)–Q(st,at))     (3)

Off-policy Q-learning evaluates one policy while obeying 

another, for example, to evaluate the greedy policy, as kown 

as ε-greedy. That means it makes advantage of more 

exploratory scheme. The off-policy is utilized for behavior 

should be soft and may be slower, but remains more flexible 

if alternative ways appear [2-5]. 

3. THE PROPOSED ALGORITHM

In the proposed algorithm Fig 3, we SVM-RFE with 

off-policy Q-learning in reinforcement learning for variable 

selection of feature pattern in some applications. There are 

some recent research works of variable selection of feature 

pattern based on SVM. For the criterion of Rakotomamonjy 

et al. [11], they utilize a gradient descent by the derivatives 

of ||w|
|2 with regard to a scaling array-vector associated to 

variables. And in [12], the SVM-RFE and gradient of ||w||2 

are fundamentally identified as they have the same ranking 

criteria. However in our proposed algorithm based on theε

-greedy, the ranking criterion has been slightly effected in an 

iterative way. 

Algorithm: SVM-RFE with off-policy Q-learning
Input: GeneSet, G = {1, 2, à n}, 
Output: Ordered List based on the criterion, FRList
-----------------------------------------------------------------------
1. Initialize GeneSetNormal and GeneSetCancer
2. Initialize Q(g, a), ∀g ∈ G, a ∈ A(g), hyper-parameters

in A(s) and Q(terminal-state) 
3. Do while if NewGene, g

i
 is not empty 

Choose a
i
 from g

i
 using policy derived from Q 

                   \\ for random, (-greedy) 
Take action a

i
, observe r

i+1
, g

i+1

      Q(g
i
,a

i
) = Q(g

i
,a

i
) + 

               α[ri+1
 + γmaxaQ(g

i+1
, a’)  Q(g

i
,a

i
 )]

      G=G’
      Train SVM in g

i
 

Compute the Ranking Criterion with one of A,  
CR=│||w

2
|| - ||w

(i)
||

2 
| 

Sort CR ; Update FRList ; Eliminate genes on CR 
4. Return the feature ranked list, FRList

(그림 3) 제안하는 Q-learning으로 향상된 SVM-RFE 알고

리즘

(Figure 3) The proposed algorithm combining SVM-RFE 

[1] with off-policy Q learning [2-5]

In our proposed SVM-RFE with Q-learning, SVM has been 

trained in each iteration, depending on different sets of genes, 

G, because of randomness of ε-policy. In that G, the action 

policy has been improving for selecting more differential- 

expressed genes. Moreover, the action policy can be improved 

by back propagation of the gradient descent. There has been 

many state-of-the-art techniques in which hyper-parameters 

such as Lagrangian multiplier or a learning rate has been 

selected by the system designers. However, in our proposed 

algorithm, we try to eliminate that flaws of the state-of-the-art 

technique and give a good change to over-fitting problem by 

only learning the action policy of off-policy Q-learning in 

reinforcement learning.

Normally, in terms of “High-Dimension and Low-Samples” 

[13] like gene expressions array data, the on-policy 

(TD-learning or SARSA) are regarded to more better solutions 

which can evaluate or improve the policy used to make 

decisions often using soft action choice, i.e. π (s,a) > 0 ∀a 

, commit to always exploring and try to find the best policy 

that still explores. However, it could become trapped in local 

minima [2-5]. Because of those being trapped issues, we 
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choose the off-policy Q-learning for evaluating one policy 

while following another, for example, trying to evaluate the 

greedy policy as known as ε-greedy while following a more 

exploratory scheme. The rules for behaviour like that 

randomness should be soft policies and not be sufficient and 

be slower [2-5]. However, the rule remains more adaptable 

if alternative ways appear, then it might lead to a better result 

following the greediness [2-5]. Therefore, we decide the use 

of off-policy Q-learning for more enhancement of the weight 

vectors of SVM-RFE.

4. Performance Evaluation

In recent studies, they claim that “for feature selection on 

the gene expression”, it is extremely important to select as 

less as significant distinguishable subsets for better 

understanding and validation [7-10]. The smaller selected, the 

better claimed. However, the smaller features of pattern might 

not justify the high correlated variable feature target solutions 

remarkable compared to other methods because of “Curse of 

Dimension”[6]. Moreover, smaller variable features of pattern 

might not be discriminated within a significant computational 

performance. Therefore, we try to discriminate the 

distinguishable variable selection of feature pattern that 

describe the complicated gene expressions with regard to the 

computational strengthen in published gene data, such as colon 

cancer in Alon et al[14]. 

Fig. 4 shows the original result of Alon et al. on the 

ribosomal protein cluster.  Fig. 5 shows that comparition 

of the proposed algorithm, SVM-RFE with enhanced weight 

vectors by Q-learning and the previous SVM-RFE with 

enhanced with weight vectors by Welch’ T. The results 

comparing are based on the original result by Alon et al [14]. 

We describe how many distinguishable variable selection of 

feature pattern are ranked in the output-list. The all-features 

of pattern selected from Alon et al[14] might not be in our 

result and also the previous’ result. However, our result of 

SVM-RFE with Q-learning is a little bit of better than those 

of the previous SVM-RFE combining Welch’ T. We get the 

“gene U14971” (Human Robosomal Protein S9m RNA), “gene 

X57691” (40S Robosomal Protein S6) and “gene T58861” 

(60S Robosomal Protein L30E). However, only two “gene 

R20593” (60S acidic Robosomal Protein P1) and “gene 

(그림 4) Cell Biology: Alon et al[14]의 결과

(Figure 4) The result of Cell Biology: Alon et al[14]

(그림 5) 제안하는 Q-learninng 으로 강화된 Weight 

Vector의 SVM-RFE과 Welth’ T [7]의 Weight 

Vector에 의한 SVM-RFE의 결과 비교

(Figure 5) Comparition of the proposed algorithm, 

SVM-RFE with Q-learning and the 

previous  SVM-RFE with Welth’ T [7]
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T58861” (60S Robosomal Protein L30E) are in the result of 

the previous SVM-RFE combining Welch’ T. 

Moreover, we found out that the “SVM-RFE” itself is 

well-known for the most acceptable methods in many research 

areas, because the gene “gene T58861” (60S Robosomal 

Protein L30E) are in the both result, ours and the previous 

one. Therefore, we can assure that there are some issues that 

should be improved for better results in terms of using 

SVM-RFE itself. 

Our recent research, C. Kim[15] is regard to the SVM-RFE 

enhanced with minimum-redundance maximum-relevance 

(MRMR). The results of the research [11] are regard to “how 

many distinguishable features in the same places in the rank 

list”. The research [15] makes advantages of only machine 

learning without enhancing weigh vectors by the reinforcement 

learning. Therefore, we can find out that the proposed 

algorithm can improve the computational performance by 

enhancing the previous SVM-RFE with MRMR[7] using 

enhanced weight vector by Q-learning for a better qualified 

learning algorithms. Morever, based on the recent works of 

reinforcement learning [16, 17], we will improve our results 

on  ribosomal protein cluster [14].

5. Conclusion

We have suggested a novel algorithm of exploiting the 

efficiency of criteria derived from Support Vector Machines- 

Recursive Feature Elimination (SVM-RFE) [1] with off-policy 

Q-learning in reinforcement learning [2-5] for variable feature 

selection in application to differential-expressed genes of 

RNA-seq Big-data. We employ an off-policy Q-learning in 

reinforcement learning to learn how to control the optimization 

of the criteria based on the weight vectors of the SVM-RFE. 

We exploit a gradient descent by the derivatives of │||w
2||–

||w(i)||
2| and maxaQ(st,a)+ exploration scheme. The ranking 

criterion based on the ε-greedy has been slightly effected in 

an iterative way of off-policy Q-learning. The SVM of our 

proposed algorithm has been trained according to different sets 

of G because of randomness of ε-greey. In that G, the action 

policy has been improving for selecting more differential- 

expressed genes by back propagation of gradient descent. Our 

proposed algorithm try to eliminate the over-fitting problem 

by learning the action policy of off-policy Q-learning in 

reinforcement learning. By comparing our proposed algorithm 

with the previous SVM-RFE combining Welch’ T [7], we can 

show that the criterion based on weight vector of SVM-RFE 

can be improved by the greedy policy following a more 

exploratory scheme of off-policy Q-learning.
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